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OBJECTIVE:

Run the real code in a simulation in (near) real wall clock time, and analyze in
details the scalability with different network topologies.

OBJECTIVE:

Investigate the relationship between the number of messages in the
network and the network size.
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Integration of the EMMON middleware with COOJA
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The scalability is demonstrated by the linear relationship between the * The shape of the number of readings as the spatial aggregation precision varies -
amount of messages and the number of nodes. for a constant SN density per CH - is constant.
4 \* The load is increasing at worse linearly with the number of SNs per CH.
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